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ABSTRACT In this work we combine time, spectral and cepstral features of the signal captured in a tablet
to characterize depression, anxiety, and stress emotional state recognition on the EMOTHAW database.
EMOTHAW contains the emotional states of users represented by capturing signals from sensors on the tablet
and pen when the user is performing 3 specific handwriting and 4 drawing tasks, which had been categorized
into depressed, anxious, stressed, and typical, according to the Depression, Anxiety and Stress Scale
(DASS). Each user was characterized with six time-domain features, and the number of spectral-domain
and cepstral-domain features for the horizontal and vertical displacement of the pen, the pressure on the
paper, and the time spent on-air and off-air, depended on the configuration of the filterbank. As next step,
we select the best features using the Fast Correlation-Based Filtering method. Since our dataset has 129 users,
then as next step, we augmented the training data by randomly selecting a percentage of the training data
and adding a small random Gaussian noise to the extracted features. We then train a radial basis SVM
model using the Leave-One-Out (LOO) methodology. The experimental results show an average accuracy
classification improvement ranging of 15%, and an accuracy classification improvement ranging from 4%
to 34% compared with baseline (state of the art) for specific emotions such as depression, anxiety, stress,
and typical emotional states.

INDEX TERMS Data augmentation, emotional state recognition, emotional states, feature extraction, SVM.

I. INTRODUCTION

Biometrics can be used on e-Security and e-Health [1]. Mor-
phological biometrics, such as fingerprint or eyes pupils, are
based on direct measurements of physical traits of the human
body [2], [3]. Behavioral biometrics, such as handwriting
and drawing, are based on specific drawing and handwriting
task performed by the subjects involved in the data collection
t [4]. From a health condition perspective, online handwriting
biometrics are more appealing and informative on indicating
states of mental disorders and diseases, such as dementia,
than other popular biometrics traits such as fingerprints or
iris [3], [4] because they are required in routinely functional
activities.
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Mental illnesses are one of the major causes of disabilities
among the worldwide population and can be considered a
public health priority. Depression, stress, and anxiety are
among the most prevalent worldwide, and stress is almost
always present as comorbidity. The number of people living
with depressive disorders and anxiety are estimated to be the
4.4% and 3,6% of the global population, respectively, [5]. The
manifestation of such disorders is commonly accompanied,
and occasionally preceded, by the deterioration of social
behavior mainly exemplified by the inability to code and
decode oneself and other emotions [6] and loss of motivations
such apathy, reduced feelings, lack of self-esteem, reduced
social contacts. There are no established cures for depression
and anxiety and treatments can last for the entire life with
a consistent impoverishment of patients’ quality of life and
substantial increase of public cares’ costs. The research for
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detecting and diagnosing these mental disorders is driven
by the need of identifying early indicators able to predict
early signs of their development to provide tempestive cures
before they become chronic and hard to be treated. Among
these indicators there are changes in physical biomarkers such
as voice, facial expressions, and body postures, changes in
behaviors (psychometrics), as well as changes in functional
abilities such as handwriting and drawing [7]. Identifying
early indicators is especially important for implementing
early interventions, and reduce multiple in-office clinical
visits, and the costs of public cares [8]. Depression, stress, and
anxiety are distinguished by emotional states because they are
lasting for long time periods and are considered a negative
state of mind (mood) worsening the quality of life of patients.

Depression is an emotional state that causes an irregular
loss of interest in activities enjoyed by people with this dis-
ease. Energy and willingness tend to disappear, and sadness is
a constant emotion, which causes the brain to consume more
energy than intended. If depression is not cured, in the worst
cases may end up in suicide [9].

Anxiety is, according to Schlenker and Leary [10]:
“A cognitive-affective response characterized by physiolog-
ical arousal (nervous system activation) and apprehension
regarding a potentially negative outcome that the individual
perceives as impending”’. Symptoms presented are sweating,
palpitations, tachycardia, rapid breathing, among others [9].
This state causes tiredness and impact the working activities
of patients [11].

Stress is a natural self-defense process in which the body
of a living creature undergoes when faced with a complicated
or dangerous situation [12]. Stress becomes a mental disorder
when it is experienced frequently since it involves the releas-
ing of a large amount of several hormones which in turn may
overflow the body and impact the functionality of organs and
cognitive processes alike, causing diabetes or cardiovascular
diseases [13]. In such cases behavioral biometrics, such as
writing and drawing, determine the emotional state, such as
depression, anxiety, or stress [14].

The incremental usage of social media and the constant
text interaction between users suggest an increasing informa-
tion pool, where important data could be gathered for future
analysis.

The field of emotion and mood detection and classifica-
tion through handwriting and drawing (and its applications)
is new, and literature is in its initial stages. There are not
too many literature studies nor public data bases to exploit
as benchmark. The current paper is taking upon a study
published in 2017 by Likforman-Sulem, et al. [15] which
proposed a first attempt to exploit is handwriting and drawing
features for discriminating among depressed, stressed, and
anxious patients from healthy control subjects. By using time
features such as the time the pen is kept on the pad, on the
air, and total time to complete the assigned task, as well other
features such as the number of strokes and pressure of the
pen on the tablet, and a random forest classification algo-
rithm, the authors were able to obtain measure of accuracy,
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sensitivity, and specificity for depression, anxiety, and stress,
well above the chances.

In the current paper, we extended the research of additional
handwriting and drawing features, adding complex transfor-
mations of the initial measurements such as the Log Energy
Spectrum (E), the Log Energy of a linear Filterbank (LEFB)
and Filterbank Cepstral Coefficients (FBCCs).

Section II reviews the SVM data modeling concepts.
Section III describes the features of the EMOTHAW
database. Section IV describes the time-domain features
obtained directly from an INTUOS WACOM series 4 tablet.
Section V describes the Feature Extraction process used
in this paper and describes the type of features obtained.
Section VI presents a brief explanation of the Fast
Correlation-Based Filtering feature selection methodol-
ogy [16] and a modified version that yielded better results
in experiments. Section VII describes the experiments con-
ducted and their results. Finally, in Section VIII remarks some
comments and conclusions.

Il. SUPPORT VECTOR MACHINE

SVM is a widely known machine learning and statistical
model that can be used as a classifier or regressor [17].
It is based on the concept of statistical learning theory and
capitalizes on the creation of a feature space with respect
to maximizing margin distance (creating an optimal hyper-
space), in other words, given a n-feature database and an
instance-label pair of the form: (Xu, yu), whereu =1,2, 3....,
I, Xu € Rn, and yu € {-1, 1} | and can be linear separated if
there are a vector w and a scalar b that fulfill the following
inequalities:

w-X, +b < —1wheny=—1

Both equations can be rewritten by multiplying the
right-hand side by yu:

yiw-X, +b)>1,i=1,2,3,...,1

When these conditions are met, the optimal hyperspace is
found when the equation equals 0, for wO and b0, both
stand for the weight vector and the bias (scalar), respec-
tively. To maximize the boundary in-between space the vector
weight’s module must be minimize:

1
min (—||w||2)
2

Now, it becomes an optimization problem, therefore we use
Lagrange multipliers ai > 0 for each Xi - yi pair, which now
we have a Lagrange function of the form:

1
1
L (w.b,2) = S|IWI* = 3 aulyu (WXu +b) — 1}

u=1

Furthermore, a kernel function is defined as:
k(XuX,) =6 Xa)T 0 (X,)

28497



IEEE Access

J. A. Nolazco-Flores et al.: Emotional State Recognition Performance Improvement on a Handwriting and Drawing Task

Optimal
Support Vectors Hyperplane -

= (Glass A) - b

[ | .'.-

X2

3
>

FIGURE 1. Representation of the support vectors for classes A and B and
the created margins in-between for the optimal hyperplane.

where X, X:] are samples in the input space, and ¢(X) is
a feature-space transformation function, with both equations
we can define the classification function as:

X = id,'y,'k (Xu, X;l) +b
i=1

There are different kernels (so-called kernel trick) that SVM
can work with: linear, polynomial, Radial Basis Function
(RBF), and sigmoid. For this article, we worked with the
RBF kernel, which is used when databases cannot be linearly
separated. which is defined by the equation:

k(X X)) = exp (~7IXi = XjI7) .y > 0

where y is a regularization hyper-parameter.

lIl. EMOTHAW DATABASE

In the mentioned article, the importance of early emotional
state recognition and the implication of it in healthcare were
mentioned. Thanks to the well assessed testing available
in the literature, anxiety, stress, and depression were the
emotional states to study. The DASS Scale (Depression-
Anxiety-Stress Scale) [18] provides a reliable questionnaire
to relate to handwriting tasks. They created a database called
EMOTHAW (EMOTion recognition from HAndWriting and
drAWing) from seven handwritten tasks picked from cog-
nitive and psychological tests that measure mental state,
cognitive capabilities, and even brain damage: CDT (Clock
Drawing Test), MMSE (Mini-mental State Examination), and
HTP (House-Tree-Person test) [19], [20]. They added two
writing tasks to understand how impactful different tasks are
in emotion recognition.

A. THE DASS SCALE

The Depression Anxiety and Stress Scale was first proposed
by [18] and the Italian version consisting of 42 questions (I-
DASS-42) was assessed by Severino [21]. The scale measures
whether the subject is suffering of depression, anxiety, and/or
stress through an emotional score scale as reported in Table 1,
through the DASS it was possible to establish a bridge
between tasks and emotions, since the scores received by each
subject were indicating whether her/his stress, depression,
anxiety were at a normal, mild, moderate, severe or extremely

28498

TABLE 1. Dass score range (taken from Likforman-Sulem, et al.[15]).

Depression Anxiety  Stress
Normal 0-9 0-7 0-14
Mild 10-13 8-9 15-18
Moderate 14-20 10-14 19-25
Severe 21-27 15-19 26-33
Extremely Severe 28+ 20+ 34+

TABLE 2. Binary labeling.

Depression Anxiety  Stress
Normal (0) 0-9 0-7 0-14
Above Normal (1) 10-28+ 8-20+  15-34+

severe degree. Range values are shown in Table 1 for the
three emotional states. The database only has information of
129 subjects, so the classification in Table 1 will generate
outliers for most of the labels in it. What they did was to
cluster the score into a binary classification according to the
following procedure. A subject was considered:

a) Depressed when her scores to DASS for the questions
associated with the detection of depression were higher
than 9;

b) Anxious when her scores to the questions associated
with anxiety were higher than 7;

c) Stressed when her scores to the questions associated
with stress were higher than 14.

In doing so, they created for each emotional state a coarse
binary classification of it, according to the values reported
in Table 1, neglecting the different degree of severity of
the disorder. A subject therefore can be only classified as
depressed or not, stressed or not, anxious, or not.

This database has a binary-label output. Table 2 shows the
threshold for the Normal and Above Normal range in the
DASS Score range.

B. SUBJECTS

In total, 129 participants with similar demographic informa-
tion to avoid differences in handwriting features according
to their article [15]. The subjects were all master’s and B.S.
students of an age range of 21-32 years from the Universita
della Campania “Luigi Vanvitelli” in Italy. They did the
DASS test first and then the seven-task test to measure the
same emotional state on them.

C. TASKS

The test consists of seven tasks picked from different cog-
nitive tests as mentioned in Section III. The tasks are as fol-
lows: two-pentagon drawing, house drawing, 4-word writing,
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left-hand Circle drawing, right-hand Circle drawing, clock
drawing, and sentence writing.

For the data acquisition, they tested the difference between
online and offline data collection and concluded that collect-
ing online data had more impact for the research because
information like, pressure, pen position, and time stamp could
be obtained this way, and the relevance of these character-
istics were proven in their article. They used an INTUOS
WACOM series 4 and an Intuos Inkpen for data collection.
These files include: X and Y position of the drawing in the
tablet, time stamp, pen status (if it is on paper (1) or in air (0))
altitude and azimuth pen angles, and pressure, which are
consider the raw characteristics.

In their analysis, they extracted four time-features: Time
in air during task, time on paper during task, total duration
of the task, and number of strokes, then they selected five
tasks and extracted the mentioned features, having in total
twenty new features per emotional state. They wanted to
see the contribution of writing-based tasks (two tasks =
eight features), drawing-based tasks (three tasks = twelve
features), and the combination of both (20 features), so in the
experimentation phase, they used a Random Forest model for
emotional state recognition with a Leave-One-Out approach
and repeating the experiments ten times for each type of
tasks.

The results show that writing-based tasks have worse per-
formance than the others in all three emotional states, espe-
cially in stress. For depression, drawing-based tasks have
the most impact of the three, and the combination of tasks
perform better on stress and anxiety.

IV. TIME SIGNALS CAPTURED BY THE TABLET

Fig. 2 shows the signals captured in real time by the software,
when the user writes or draws on the tablet. These signals
are position, or horizonal displacement, of pen tip in X-axis,
x (n); position, vertical displacement, of pen tip in Y-axis,
y (n); on-surface/in-air pen position information or status
(touch/no-touch tablet’s surface), sq (n) ; altitude of the pen
with respect to the tablet’s surface, al (n); pressure applied
by the pen tip, p (r); azimuth angle of the pen with respect to
the tablet’s surface, az (n) ; timestamp, Ts.

V. FEATURE EXTRACTION

Given the time signals captured by the tablet, we calcu-
late the time-domain, spectral-domain, and cepstral-domain
features.

A. TIME-DOMAIN FEATURES
Time-domain features are the features that can be obtained
directly from the discrete time signal. The time features, for
class C, used in this work are

ToFC = |FC, P, 7€ Nsi© P},

where, T¢ = F lC + F¢ is the duration to complete task

/-

of class C, Flc = h:11 dyy, is the on-air pen duration
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FIGURE 2. First task plot (pentagon drawings).

for task of class C, F2C = Ztho dyp+1 is the on-paper
pen duration for task of class C, H € is the total number of
strokes in class C in AC = {St1.C §:2C . §¢H.C) §C,

is the i-th stroke. On a given set of strokes, pen alternates
contact with air and paper; by definition, St""€ and S¢#-¢
are the first and last strokes on paper, respectively, d; is the
duration of stroke i; note that d; when i%2 == 0 is on-
air, otherwise on-paper, f; is the duration of the stroke i,
NSt€ = is the number of on-paper strokes, this corresponds
to length (Stg), where Stg = {Stl’c, §e3C . SHH.C I_JC}
is the non-zero value mean of the signal, and C =
{pentagons, house, clock, words, sentence}.

Then, the time-domain feature set is the union of the fea-
tures of each class, and it is expressed as follows:

TDF = U TDF¢
ceC

B. SPECTRAL-DOMAIN FEATURES

The frequency features are the ones we obtain from the spec-
trum, S (k), of the signal, s (n). The Spectral feature vector
for each signal, s (1), and class C, is as follows:

SDF$ = LEFBS, (m)
where

LEFBg (m) = filterbank{Ey (k)},form=1,..., M,

0=1,2,...M
Eg k) = log <|S$ (k)|2> is the log energy spectrum,
Sty = YNIsSCome TR for k = 0,...K is

the Discrete Fourier Transform (DFT) and sg, n) =

€,y m), pC m).
Then, the spectral domain feature set is the union of the
features of each of the signal used, sg, (n), for all class C, and
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FIGURE 3. This figure shows the process in which the input signal (sg, (m))
is transformed. It undergoes first a DFT process, to obtain Sg (k), then a
logarithmic spectrum calculation to obtain the energy (Eﬁ, (k)), after that,
we set a linear filterbank for all energies, resulting in logEnergy filterbank
(LEFB (m)), and at the end we apply DFT again to calculate the cepstrum
of the logEnergy filterbank (FBCC (q)).

it is expressed as follows:

SDF = U U SDF,

ceC eV

C. CEPSTRAL-DOMAIN FEATURES

The cepstral domain features are the ones obtained directly
from the cepstrum. In this work, we directly use the
Cepstral coefficients, using the DFT of the LEFB, as
follows:

M—1 i
FBCCG (@)= _ LEFBS (m) M forg=1,...,0

where, M is the number of Filterbanks, O = M /2 is the length
of the signal divided by 2.

Then, the cepstral features set is the union of the features
of each of the signal used sg (n), for all class C, and it is
expressed as follows:

cpF = |_J | ] FBCCS, (g)
ceC yeVv

D. USERS FEATURE VECTOR

The feature vector of each user is the union of the Time, Spec-
tral and Cepstral features sets, represented in the following
formula

FV, = TDF,USDF, U CDF,,.

28500

Now, let us define the observation for each emotional
state, as the set of users with the same emotional state, as
follows:

U
Oclu, FV,) = | | FVE

u=1

where Ul is the append operator for the feature vector of all
users, and E = {depression,anxiety, stress}. Observe that,
OE[u, |FV,|]is a2-D array, where 1 dimension is the number
of users, and the other is the number of features.

For example, if 0= 15 (linear filters in the filterbank) for
30Hz, M= 8, the number of spectral and cepstral features
for each user is 23 per signal. If we use three signals, say
x (n), y (n) and p (n), to obtain spectral and cepstral features,
then the number of features per user is 69. Adding the five
time-domain features per class, C, we have 74 features.
Since the number of classes are 5, then the number of the
features per user is 370 per subject, 148 of them are from
the writing-tasks features and 222 are from the drawing-tasks
feature.

VI. FEATURE SELECTION

Feature selection is a popular and common pre-modeling
step in machine learning, especially in high-dimensional
databases. Each of our databases present a considerable num-
ber of features, so in this work we reduce the dimension of
the number of features using a modified version of the Fast
Correlation-Based Filtering (FCBF) [16].

FCBF is based on two correlation factors: correlation
between each feature and output, and correlation among fea-
tures. As first step, the selected features are the one with
the highest correlation, higher than a threshold, with the
output. As second step, these selected features are correlated,
and the final set of selected features are the ones with low-
est correlation, lower than a threshold, between them. The
original FCBF, in the second step, when each correlation
of each pair of features is compared to select the features,
the algorithm selects any of them. In our modified version,
mFCBF, we select the one with higher correlation with the
output.

Algorithm 1 shows a pseudo code for the mFCBF process.
The mFCBF algorithm allows to set the minimum correla-
tion threshold (oTh) and the maximum correlation threshold
between features (i7h). Then the selected features set, given
oTh and iTh is defined as follows

O%py in= MFCBF o3, i7 <0E) . (1

Observe that in OfT,LiTh is a 2-D array, where 1 dimension
is the number of users, and the other is the number of selected
features.

Feature selectivity is controlled with oTh and iTh values.
For example, given 370 user feature vectors f, and by using
iTh= 0.15 and oTh= 0.7 the number of selected features is
reduced to 26, or the depression state; reduced to 28 for
anxiety; reduced to 20 for stress.
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Algorithm 1 The mFCBF algorithm receive the Users Fea-
ture Matrix (OF), minimum correlation threshold (oTh) and
the maximum correlation threshold (iTh) and returns the
selected set of features.

1: function mFCBF(OF, oTh, iTh)

2:  Calculate corr(OF)

3: Ounp < Select columns whose correlation with the
output is > oTh

4. Calculate corr(Ogpp)

5: OoETh,iTh <+ Select columns whose correlation with
the input is < iTh and with the highest correlation with
the output.

6:  return( oTh, in)

7: end function

TABLE 3. The eight highest ranked features selected by modified-FCBF
for the depression-writing database.

Number of Strokes — Pentagon Drawings

Cepstral Coefficient #6 - Horizontal Position — Pentagon Drawings

Cepstral Coefficient #8 - Horizontal Position — Pentagon Drawings

Cepstral Coefficient #3 — Pressure — Pentagon Drawings

Cepstral Coefficient #6 - Pressure — Pentagon Drawings

Cepstral Coefficient #3 — Horizontal Position — House Drawing

FilterEnergy #8 — Pressure — House Drawing

Cepstral Coefficient #4 - Pressure — House Drawing

Table 3 shows the eight highest ranked features in the
depression-writing observations after processing them using
mFCBF. We can observe, the features with higher importance
are, mostly, Cepstral Coefficients in both Pressure and Hori-
zontal position. Nonetheless, this selection is bounded to the
database type, number of total features in it, correlational
thresholds (mFCBF methodology), and the parameters listed
in all four batches of experimentation.

VII. RESULTS

Leave-One-Out (LOO) was used for testing. In LOO the data
model is trained with all database registers but one, and we
test with the register that was out. We repeated this testing,
such that we leave each of the user out one time, and we
averaged the accuracy of all tests.

Since we introduced different concepts to test, the purpose
of the different experiment was to show the effectiveness of
each of this concepts, and to tune the parameters. The purpose
of the first experiment was verifying if the inclusion of the
spectral coefficients has a positive effect in the accuracy of
the system. Fig. 4.a shows the accuracy’s results when the
bandwidth varies from OHz to 40Hz, for the cases of filters
bandwidth 2Hz and 3Hz. Notice that O is the case where no
spectral features are used. From this figure, we can observe
that spectral features help to increase the accuracy of the
system, and we can also observe that a filterbank’s bandwidth
larger than 25Hz is a good choice to obtain the best results.
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without spectral features, b. Accuracy results when varying the filters’
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FIGURE 5. Accuracy results for the depression-writing database when
varying FilterBank bandwidth. For bandwidth filter of 1 and 2 Hz.

And we can observe that accuracy results were better when
the filter bandwidth is 2Hz.

Second experiment had the objective to optimize the fil-
ter bandwidth that maximizes accuracy. Fig. 4.b shows the
accuracy’s results when filter bandwidth is varied from 0.5 to
3.0, for bandwidth 20Hz and 30Hz. From this figure, we can
observe that filterbank bandwidth of 30Hz has the best
results, and that choosing a filter bandwidth between 0.5 to
2.0 is an appropriate choice.

The filterbank can be configured with different parame-
ters, such as: initial frequency of the filterbank, the center
of the filterbank, and the bandwidth of the filterbank. For
example, we developed an experiment for a non-continuous
filterbank for two cases, the first case was when the filterbank
starts in frequency 1 Hz, the centers were separated by 2 Hz
and the filters’ bandwidth was set to 1Hz. In the second
case, the filterbank starts in frequency 1.5 Hz, the centers
were separated by 3 Hz and the filters’ bandwidth was set
to 2Hz. Fig. 5 shows the results of these two cases, and

28501



IEEE Access

J. A. Nolazco-Flores et al.: Emotional State Recognition Performance Improvement on a Handwriting and Drawing Task

09\

0.85

0.8

Accuracy

0.7

0.65

0.6
0.07

18

0.08 0.09 0.1

I I I 1 L g
0.11 0.12 0.13 0.14 0.15 0.16 0.17

Output Correlation Threshold

FIGURE 6. Accuracy results and number of selected features after

TABLE 4. Results.

applying mFCBF algorithm and varying i7h, and fixed oTh for
depression-writing database.
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FIGURE 7. Accuracy results and number of selected features after
applying mFCBF algorithm and varying i7h, and fixed oTh for
depression-writing database.

we can observe that best results are obtained for the first
case.

The fourth experiment was designed to optimize the
Feature-Output Correlation Threshold (o7h). Fig. 6 shows the
experiments accuracy for SVM(rbf) classifier, and we can
observe that oTh values around 0.11 are appropriate choice
to obtain the higher accuracy. In this experiment, the rest of
the parameters where keep fixed. The same figure shows the
number of features when varying o7Th and keeping fix the
inter-Feature Correlation Threshold to 0.5. We can observe
that by increasing the value of 0Th the number of coefficients
decreases.

The fifth experiment was designed to optimize the Inter-
Feature Correlation Threshold( iTh). Fig. 7 shows the exper-
iments accuracy for SVM(rbf) classifier, and we can observe
that iTh values around 0.5 are good choices. The same fig-
ure shows the number of features when varying iTh and
keeping fix the Feature-Output Correlation Threshold to 0.5.
We can observe that by increasing the value of iTh the number
of coefficients increases.

Next, we show the accuracy results for all tasks and emo-
tion states in Table 4. We can observe that depression was the
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. Task Baseline Max Max
Emotional state Performance

type (%) (%) %)

Depression Writing 69.22 80.31 16

Drawing 72.48 75.59 4

Both 71.47 74.01 4

Average 71.06 76.64 8

Anxiety Writing 56.59 68.50 21

Drawing 58.68 67.71 14

Both 58.53 72.44 24

Average 57.93 69.29 20

Stress Writing 50.54 67.71 34

Drawing 59 67.71 15

Both 61.24 70.07 14

Average 56.93 68.5 20

Overall 6197 7147 15

Average

emotion state with better accuracy, followed by anxiety, and
the emotional state with lower accuracy is stress. We can also
observe that depression for written tasks was the one with
the best performance. Moreover, the results obtained when
the spectral and cepstral features are included results in an
average improvement of 15% compared to the baseline work
done in EMOTHAW paper.

The classifier model used is the SVM ‘rbf” kernel model,
with a Leave-One-Out (LOO) Cross Validation technique,
and a Gaussian Noise Data augmentation.

VIil. COMMENTS AND CONCLUSION

This work showed the performance results of depres-
sion, anxiety, and stress emotional state recognition on
the EMOTHAW database. Since our data is small, first,
we augmented the training data by randomly selecting twenty
percentage of the training data and adding a small ran-
dom Gaussian noise to the features. As next step, we cal-
culate time, cepstral and spectral features, followed by a
selection of these features using a modified version of the
Fast Correlation-Based Filtering method. Next, we train a
radial basis SVM model using the Leave-One-Out (LOO)
methodology.

To tune the parameters, we develop several experiments.
In our first experiment, we confirmed that adding the spectral
coefficients of the horizontal and vertical displacement and
pressure, has a positive effect on the accuracy of the sys-
tem with an increase of 9.2% for depression writing. In the
first experiments, we limited to non-overlapped, linear filters
starting in 0.5Hz, and we found that 2Hz filters’ bandwidth
is a good choice to optimize accuracy. In this work, we found
that a value of around 25Hz is a good choice for the filtebank’s
bandwidth.

In the next experiments, we limited to 1Hz-separated-non-
overlapped, 1Hz-bandwidth-linear filters starting in 1.5Hz
and we found that for this modification of the filterbank
configuration the accuracy improves another 3%.

The number of coefficients was significantly reduced
with the modified Fast Correlation-Based Filtering (FCBF).
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We also found that for this task the maximum accuracy for
the threshold values of both the features-correlation-with-
the-output and correlation-between-features, both required in
mFCBF, were around 0.5 and 0.11, respectively. We observed
that in most of the experiments, most of the selected features
were cepstral, and then number of spectral and time features
had more less the same proportion.

Using this parameter tunning, we developed experiments
for stress, anxiety, and depression and for all cases, accuracy
improved the baseline. The highest improvement, compared
with the baseline, was 34%, and the best accuracy was for
depression writing achieving 80.31%.

We can conclude that if we want to detect Depression,
writing is the best, if we want to detect Anxiety and stress,
we need to combine writing and drawing information.

As a future work, we can explore other filterbank configu-
rations and we can also explore adding spectral and cepstral
features of altitude of the pen with respect to the tablet’s
surface and azimuth angle of the pen with respect to the
tablet’s surface.
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